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Machine Learning Workshop 19837: Exteinded Abeat

Extending Problem Solver Capabilities Through Case-Based Inference*

Janet L. Koodnw
School of Information and Computer Scienc

Georgia Institute of Technology
Atlanta, GA 30332

1. Background

Over the post several years, the research group at Georgia Tech has been engaged hIn study of case-based! reason-
big. In case-based reasoning, the problem solver makes Its Inferences based direcly on previous case rather Mien by the
more 11adltionhl approach of using general knowledge. Case-based reasoning results I several enhancements to problem
solving behavior over time. First, recall of previous fallures warns the problem solver of potential for blurs end allows the
problem solver to avoid making mletakee made previously. Second, previous decisions that have been made previously we
suggested to the problem solver so that hes decisions do not have to all be made from wcatch. This lessens the search
space end also Is a way of shortcutng the -onsisint satisfaction process. Third, I abstract schernale can be derived from
case that have been seen previously, generalized knowledge can be augmented. This allows reast sotuts In problem
solving. Decisions that previously took several reasoning steps to make may be poss~bl through application of a general-
ized schemna.

2. Making a Caso-5 ased ml erens.

Micig a case-based Inference, i the simpiest case, Includes the following setl of steps:

1. Recall a previous case

2. Focus on appropriate parks of that ase

3. Use those parts of the previous case to derive en appropriate decision tor the new ase

Recall of a previous case Is done by probing the memory. According to Schenk's (1982) MONs theory, understanding of a

p new iput (case) Includes tfiding tOn best knowledge I memory that co be used to make predilons from K. Finding thile

knowledge Is equivalent to integrating the new case with wht~a is already in the memory. As reasoning Is going on, accord-

Ig to Mhile theory, memory le constantly being probed end updated, the case Is getg better integrated, end better

knowledge to use In making predictions about the case Is being derived. According to the same theory, generalized

knowledge end Individual cases are organized together I the same memory (wee Kolorkier, 1984; Lebowtz, 1983 for means

of Implementing such a memory). As a resuit, s a case Is being widelood end Integrated intio memory, both generaized

kinowledge end Individual cass become avalaeble to use In further processing it It is the caes that are wicountelsred during

% fte understanding process thai become available for case-based Inference.

*This work ts supported In part by NSF inder Grant No. IST4317711 mid Grant No. 18T48MS32, by ARO wider
Convec No. DAA029--K-0023. eid by A11 under Cotract No. M0A403-0*C-173.
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Any particular case that Is recalled could be quits large. The etire Wels Is not necesary for making a mae-based

hMsrenosi. In fact, the whole came with all of f detis Is too oumb~ersome to work with. Rather, the parts of Ow ase that

have relevance to the new case are the ones to focus on. Ho0w can twes parts be deternled? At any lims durig reason-

big, the resoner has a set of reasoning goals, It is thes reasoning goals that determine which parts of this previous cae

to focus on. Reasoning goals ars the set of things it la lying to make conclusions; about. Thus, a reasoner that has to

rmdelt a dispute will have goals associsad with W"in out the goals of dleis~nta with respect to the imputed object,

Snling out about other related goals of eihe dmpulant. findig out how Importasnteach goal is to each isputant, figuring

cut what kids of compf omises will be acceptable, presenting a compromise solution to each aid, and evenflually, modifyig

the compromie according to the feedbac provided by disputants end persuading each "id of the utility of the soluton.

* Given the current goal of the reasoner, focus Is directed t0 those parts of the previous case that are relevant to fulilinig that

* goal. Thus, when a mediator Is reminded of a case while Vying to determine how Important a particular goal is to a dlspu-

aent, it wi focus on how Impor tant the goal was to a previous disputant anid what gave it that imnportance. When it Is Vying

to persuade a disputant of the utly of a compromise, ill will focus on the way that type of compromise Ym supported pre-

* viously.

Where do thes goale comne from? One can thrik of a general purpose reasoner that Is at isWs Iiially In charge of

reasoning goals. As a problem Is being reasoned about, the goals and subgoals that must be acieved to resolve it are

derived by that reasoner. In Carbonel (1963. 1966), thnat reasoer Is a means-endls analysla; problem sove end therefore

derives Its subgoals by comparing the current and goals slates, deriving their differences, aind setting up goals of reducing

those differences. In Hammond (1966) end Kolockier (1985; Kolodner, et al., 1985; SImpson, 1965; Sycera, 1985), the set

* of goals are known a prod, and the reasoner goes through the seo of goals sequentilly. I Kolodier (1907), Cullngford A

Kololie (1966), the general purpoe reastoner is a problem reducion problem solver. Initially, the goals of the casebased

reasonr are derivedl from the goals of the general purpose reasoner. When memory returns a on", the ose-based res-

soner tkes the cae along with t current problem solving goals and attempts to achieve t1hose goals by using the case.

*See Kolodner, 1965; Kolodrier, sl at., 1665; Simpson, 1IM for moabout1 tis. Carbonel, 1363. 1566 dos rat write
aout tie dietly, bl his method In eW fouses In tis way. Tie ditlereocs In toe two method, Nas to do With

whor toeols come tom rather then how tisyare used to focus.
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Late goala of the cm-based reasonrw may be delived by lOw aoebased reasoner when it no*& aedilanel knowledge to

maklb It nferences; or when It finds that focus must be changed (Kolodner, 1987). by the one that Is recalled flrom memory

(Carbonell, 1988, Hammond, 1968), by t1he general purpose reasoner (Kolociner, 1987), or @Ise ae rarlevsd flrom th set of

goals Initially set for the program (Hammond. 1988; Simpsoin, 1985).

The third step, making the osse-based I verancs(s), Is the purpose of the others. Recall that at th" point, we hae

an old cae, we have a problem solver goal, we have focused on a port of the old am that is So be used In achieving that

goal. and we have the case we are currently workdng on. The purpose of tlhe ase-based inferene is t achieve the Oal

for the new case based on the old one. The process for doing this depends on a lot of considerations: Was the previous

case asuccesora fallure? Was the pan we are focussingon rsponsible for the falure or not? Didit change as aresult

of re-evaluation? Is there a value that, when derived, will achieve the goal, and V so, Is thatl value availbis in tlhe old case?

Do we know how dhat value was delived for the old mae? Was it by an "may" or a "complex" me of reasoning Steps? Do

we know why the value from the previous mae was appropr it? Do we know why t~he metlhod of deriving t1at vallue preyl-

ously wee appropriate? If achievement of the goal Is not done by sirmple derivation of a value, do we have a gonerafted

schema that explains how the goal was achieved previously? If no schema, do we have the set of steps? Is our goal to

derive a plan or Is It to derive a feature value?%

The answers to this set of questions determine which of a variety of wae-ased nernmethods ought lo be used.

Transfer and modification of a value or a framne Is one method- It Is tlhe metlhod employed in Corbonel1 (1963), Hammond

(1966), Simpson (1985), Sycara (1985). Kolociner, et &1. (1985). AltiernatlIvelly, t1he conditions under which a previous deci-

sion wae nude can be taken Into account, In which me the mebsdInferenoes Wnds to be a I aefer of the metod of

decision making or the inference rules used previously rather than a value. These methods we Infiln descrbed In Car-

bonaE (1983) and (1986) and celled &aendormallonal and derialonal anlogy. resectvely. He proposed them as metlhods

11or deriving a plan. We propose tlat both methods con be used any mis am-bed Inference is clled for, One a set of

steaps for each, and give heuristc for choosing between them. MAowes to someo of ft questions owov detor mine which

shoud be used at any time. Because derivational analogy is more time-consuming than transformational analogy, for exm-

ple, It Is used only I transformational snlogy con be easily ruled out or I problema we obviously from different domains.
01

J.
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AMother ase-based Inference method Is more schemna-based (see, e.g., Holyosc (1984)). In this method, t1he current and

previous cases are compared and a schema describig the simtltielse of the problem statements Is described (Shinn,

1987). The schema must be such that It can be used to describe both problem sallaemenle. The schema Is then broadened

So dembe the solution to the previous problem, and the new problem Is solved by applying the schema to that problem. In

principle, it should be possible through this method to derive real problem solver shortcuts by sOring the derivetions of the

reasoning steps I the schema where they do not have to be considered during later problem solving owept when some-

thing goes wrong. This Is not possible with Vainaformaionall or derivational anaelogy by themselves.

While these three methods are the onsthat "e applicable when the previous come resulted In sucocese, addtion. I

reasoning must go on when the previous case resulted In failure (Carbonell, 1986, Kolociher, 1987). In tie ase, the oondi-

dons under which previous values we computed and the sW of steps used So to makce decisions are checked against the

new case to see If the same potential for failure asedts. The previous case may alec provide suggestions to the problem

solver of how to proceed. In esns, the reasoning that goes on hers Is a special case of derIvallonui analogy.

In short, the steps that must be followed to capitlize on a previous failure are*: (1) dsterne what was responsible

for this previous failure, Nf possible (this may already be recorded, and If not, some short amount of lims Is spetnt attempting

to derive It), (2) direct reasoning focus to the decision In the new problem that is analogous to the one that caused the

failure In the previous one (this may be the one currently being focussed on or one that Its correct solution Is dependent on),

(3) check for the potential for the eaame failure In t new ase, either by oweing I t ocplonatlon of t preivious failure

hol hit he new case or by checking the reasos why the previous decision was made and seo Nf th eamn Justifications

might apply i the new case (this ate may requite adiditional Information gathering), (4) 1 not, potentel for error Is not

thwo, so return to the Interrupted step and keep going, (5) 9 so, rule out the previous errorful decision es a posbility for

the current case, and If the previous case was fially resolved correctly, determine I toe decision made when it was

resolved am"etl Is applicable to the new case, (6) If so, use it as a suggestion for a asse-based Ittierenos, (7) 1 sMap 2

reirected focus, t1hent redo whatever decisions must be redone as a result (i.e., follow depenidencls) and return to the ra-

sorting ste that was interrupted.

*01 couree, It Is more complex than the so di a" shown here. Wt Owee iMoe form the core of Isw processIng. See
Koloder (1987) for more detail.



Because this processig requires knowig why previous decisions were mude, whet other decisions previous decd-

slon* were dependent on, and what was responsible previous failures, there mw. A be both a repreeslationel sysm and a

bookkceepig systemn that keep tackc of this knowledge. Our solution to the rpresenlatonal problem is to have "value

frames" (Kolodner, 1986) assocIated with each value recorded by the syslem". Each lin the problem solver makes a

decision, It records Its decision In the appropriate place and also records what led Nt to that decision. Value frames Iclude

fecets for a value, other values that were suggested as alternatves, ruled out value, conitions that were considered In

choosing the value, and the iference rule or method or set of atep used to nake the decision. Each 6 ro rule that is

recorded has three parts to It: the rule body, the bidigs that wers used In this halise, mid the source of those biridlngs;

0.e., where I the problem description can the values used I the bidigs; be found). In addition to supportin the procss-

ig desobed above, the knowledge found I value frames also supports coss-based Inference I general.

While value frames keep the juslifkztlons for each decision, poiters in the other diection ws needed when the prob-

lem solver needs to retract an already-made decision. Our solution has been to itegrats a Iruth-mattnsnce type s"stm

with our problem solver (Kolodner, 1987).

3. ImplementatIons,

In an attempt to be able to come up with results thiat cut acoes several dilffernt problem solving methods end Slyles,

we have looked at expert tak domains, such as psychiatric diagnosis end Weor mediation, and oommonanse inek

don ins, such as solving everyday rssouroe problems, giving advice about acquiring household applances, and moat I

recently, meal design.

An early Implementation of a case-based reasoner to come out of our group is the MEDIATOR (Simpson, 1985,
41

* Kolodnar, et al., 1985), a program that uses case-based reasoning to understand and resolve disputes In a common-ense

way. There are several major poits Ilustrted by the MEDIATOR proosc. Flst.It showed that case-based Inference is

appropriate for any kid of Inference that needs to be made, provided lie appropriate previous oose we aveiable.

Second, Nt showed how at least some reasonig shortcuts are allowed with case-based reasonig. Third, the MEDIATOR

*VaLus framies hold esnMially the sm things Ueborull (19W) claims we racesify for derivaions! seoglee.
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Ilustrated that IN th, reasoning process kese Its reasoning goals sitpliclt, then t1he ease-based reasonig process can be

directed by those goals. While remidig depends on the description of the whole case, aces to parts of the previous

case wee descr bed as demand-ditVen, where demanid Is supplied by the reseoner's goals.

There are many problems that the MEDIATOR did not addfress, however, and much of what appears in this abstat

Is a result of analysis of the MEDIATOR's etrengths and weaknesee. We we currently addressing the problems described In

this paper and others in the context of two projects. Our JULIA project (Culingord & Koonr, 1988, Koloier, 1987), an

attempt to design an automated colleagu that ats s a caterer's assistant. JULIA's ese-based reasoner miew I teracts

with a problem reduction problem solver that mintins a network of JULIA's reasoning goals and a very liied reason

mehtnance system that keeps tack of the dependencies between decisions that have been .. de. When JULIA is more

complete, the problem reduction problem solver will also know how, I general, to achieve thiose goals, end will also Iclude

* a constraint propagator; a more sophisticated condition checker and reason-maintenance system; and a full natural language

system. Our car mechanics project Is an attempt to look at leamig from experience I a real world domain.

2el h-dle
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